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openEdge



Understanding of openEDGE
OCP openEDGE wiki

https://www.opencompute.org/wiki/Telcos/openEDGE


openEDGE Server Board Block Diagram



openEDGE System Overview-1



openEDGE System Overview-2



2U and 1U SLED overview



Various Combinations



Different User Cases of Far Edge



Installation Examples



openEdge for Outdoor



New Proposed Contribution for openEdge

⚫ ARM-base sled for openEDGE

The ARM SoC (X-Gene 3, current model name is ™ eMAG 8180 64-bit) was designed by AMCC 

(Applied Micro Circuit Corp), AMCC ARM business was sold to Carlyle Group, current CEO is Rene 

James

⚫ Compute sled with Xeon-D or E3, Switch Sled, Sled with FPGA for vOLT, SEBA, etc.. By ADLink

⚫ BBU by Inventus Power 



VCO 2.0



What is VCO?

● Cloud Native approach to 

deploying NFV closest to 

subscriber

● One of the Edge Blueprints 

as discussed in the 

community

● Based on OpenStack and 

Kubernetes

● Massive Scale => Large 

Number of sites

VCO 1.0, 2.0, 3.0 wiki

https://wiki.opnfv.org/display/OSDD/VCO+Demo+3.0+Home


VCO Progression

● Closed, Rigid and Complex

● Variety of Access & Speeds

● Wide variety of hardware –
■ routers, switches, 

gateways, servers 

etc

● Lack of standard 

interfaces => lack of 

programmability

● Virtualization

● Reduction in CAPEX and 

OPEX by >30%

● Open and Flexible & 

Standardized

● Software Defined
■ Network

■ Orchestration

● Programmability

COs Serve Residential, Business & Mobile Customers

● Fully Software Defined

● Further Reduction in 

CAPEX and OPEX

● Disaggregated and 

flexible

● Massive Scale

● Edge Blueprint

Telco CO - Traditional Status Telco COs - Modernization Telco COs - Cloud Native



VCO 1.0 Recap

● 2017 OPNFV Summit in Beijing: Phase I of the Project: Residential Services and 

Enterprise Business Services live on stage (vOLT, VNFaaS, BNG, etc)

● Generic blueprint for Central Office with open source components and OpenDaylight

SDN controller

● Focus on residential and enterprise VNF on-boarding and assurance

What Has Been Done for VCO 1.0



VCO      Edge

SOURCE: AKRAINO WIKI

Mobil Edge



Where is Edge Cloud
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Edge

Located from city level to AP. Support services including mobile & residential/enterprise UP, MEC and CRAN. Based on 

open-source Virtualization and/or Container platform

300 sites 3000 sites100,000 sites

China Mobile’s Edge TICs 

3000 * 60 = 180K Server

300 * 197 = ~60K Server

100K * 10 = 1M Server
1B+ 2M+



Telecom Provider 
Requirements

• Massive Scale → “Distributed Hyperscale”
• Common deployment model for Data Center 

and CO locations
• OpenStack and/or Kubernetes
• Flexible and Agile
• LTE and 5G Radio with vEPC & NG-Core
• Centralized Management and 

Troubleshooting
• Service assurance - Metrics and Events 
• End-to-End Orchestration

VCO Demo Checklist

• vRAN/CRAN for LTE 
• vRAN LTE low layer split (RoE)
• vRAN LTE high layer split (F1-like)
• Low latency service
• Network slicing*
• Single LTE vEPC
• IMS and VoLTE*
• Ansible based orchestration
• Service assurance & monitoring
• Mix of bare metal, VMs, (containers*)

* Goal for future VCO demo 

VCO 2.0 Scope



Demo Topology



VCO 2.0 with OCP platform



Virtual Branch Demo Set for Telco on OCP



Cloud Native 5G Network with VCO 3.0

Source: VCO 3.0 wiki



End to End Setup

Source: VCO 3.0 wiki



Hybrid Cloud

Source: VCO 3.0 wiki



Thank You


